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Introduction

Motivation 1/2

A cascaded structure of short-term and long-term predictors is
used to decorrelate the speech signal leaving a residual that
consists (ideally) of Gaussian i.i.d. variables...

...but sparse encoding techniques are employed for efficient
coding of the residual (e.g., MPE, RPE, ACELP).

This conceptual difference between a quasi-white LP residual and
its approximated version creates a mismatch that can raise the
distortion significantly.
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Introduction

Motivation 2/2

The linear prediction parameters are first found in a open-loop
configuration and then quantized transparently.

The search for the best excitation (given certain constraints) is
then done in a closed-loop configuration...

...all the responsibility for the distortion is basically on the residual!

3 / 15



Introduction

Proposed solutions

Define synergistic new predictive framework for speech analysis
and coding:

1 to jointly estimate long-term and short-term predictors.
2 to find a sparse residual for sparse encoding.

Redefining the Analysis-by-Synthesis (AbS) coding procedure.
1 The predictor should also be included in the distortion minimization

scheme.
2 Why not finding the predictor also in a closed loop configuration?
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Sparse Linear Prediction

Fundamentals

A synergistic new predictive framework that jointly finds a sparse
prediction residual r as well as a sparse high order linear predictor
a for a given speech frame x:

â, r̂ = arg min
a

‖r‖1 + γ‖a‖1, subject to r = x − Xa; (1)

where

a =







a(1)
...

a(K )






, x =







x(N1)
...

x(N2)






, X =







x(N1 − 1) · · · x(N1 − K )
...

...
x(N2 − 1) · · · x(N2 − K )







‖ · ‖1 is the 1-norm defined as convex relaxation of the non-convex
cardinality measure (the so-called 0-norm).

The start and end points N1 and N2 can be chosen in various
ways assuming that x(n) = 0 for n < 1 and n > N.
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Sparse Linear Prediction

Joint Estimation of short-term and long-term predictors

Keeping the prediction order reasonably high (K > 100), we are
able to find prediction coefficients the resemble the ones obtained
through the cascaded approach.
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(a) and (b) show a comparison between the polynomial obtained with regularized minimization A(z) and multiplication of the two

predictors F (z)P(z) obtained in cascade; (c) and (d) a comparison of the two long-term predictors ALTP (z) and P(z).
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Sparse Linear Prediction

Sparse Residual

Adapting the residual for sparse encoding
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An example of the sparse residual vector for a segment of voiced (above) and unvoiced speech (below).
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Sparse Linear Prediction

Encoding

frame size N = 160, order of the minimization problem K = 110.

High order predictor is factorized into short-term and long-term
components A(z) = F (z)P(z) (Nf = 10, Np = 1).

The optimal residual is found in AbS fashion imposing the RPE
structure on the residual (20 nonzero samples equally spaced):

r̃ = arg min
r∈RPE

‖W(x − H̃r)‖2, (2)

where H̃ is the synthesis matrix obtained from the quantized
predictor Ã(z) = F̃ (z)P̃(z).
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Redefining AbS coding

Estimation of the impulse response

The minimization problem to find the residual, can be rewritten as:

Ĥ = arg min
H

‖(x − Hr̃)‖2 → ĥ = arg min
h

‖(x − R̃h)‖2 (3)

This means that given the residual r̃, we can find the optimal
truncated impulse response that generates the speech segment:

‖x − R̃ĥ‖2 = 0. (4)

It is therefore clear that the optimal sparse linear predictor A(z) is
the one that has ĥ as truncated impulse response.

10 / 15



Redefining AbS coding

Least squares approximation of the impulse response

Assuming hf the impulse response of the short-term predictor
1/F (z) and hp the impulse response of the long-term predictor
1/P(z), we can rewrite the problem as:

Ĥf , Ĥp = arg min
Hf ,Hp

‖(x − Hf Hp r̃)‖2. (5)

We can then proceed with the re-estimation of the impulse
response of the short-term predictor by solving the problem:

ĥf = arg min
hf

‖(x − (HpR̃)hf )‖2, (6)

and then find the IIR filter predictor that approximates ĥf through
least squares (Y-W eq.). This guarantees stability and simplicity of
the solution.
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Experimental Analysis

Procedure

1 Determine Ã(z) = F (z)P(z) using sparse linear prediction.
2 Calculate r̃ with RPE encoding.
3 Re-estimate the truncated impulse response hf .
4 Least-squares IIR approximation of the hf using order

Nf = 8, 10, 12.
5 Optimize the amplitudes of the sparse RPE residual r̃ using the

new synthesis filter ĥf (positions and shift stay the same).
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Experimental Analysis

Results

METHOD ∆DIST ∆MOS

Nf =8 +0.12±0.02 dB +0.01±0.00
Nf =10 +0.35±0.03 dB +0.05±0.00
Nf =12 +0.65±0.02 dB +0.04±0.00

Nf =8 + REST +0.17±0.01 dB +0.03±0.00
Nf =10 + REST +0.41±0.02 dB +0.06±0.00
Nf =12 + REST +0.71±0.04 dB +0.07±0.00

Improvements over conventional SPARSE LP in the decoded speech signal in terms of reduction of log magnitude segmental

distortion (∆DIST) and Mean Opinion Score (∆MOS) using PESQ evaluation. A 95% confidence intervals is given for each value.
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Experimental Analysis

Example

20 40 60 80 100 120 140 160
−2

−1

0

1

2

3

4

samples k

A
m

pl
itu

de

 

 

h
f

h
opt

h
f
n

An example of the different impulse response used in the work. The impulse response hf of the original short-term predictor F(z),

the optimal re-estimated impulse response adapted to the quantized residual hopt and the approximated impulse response hn
f of

the new short-term predictor F̂ (z). The order is Nf = 10.
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Conclusions

Conclusions

We have presented a new method for the enhancing
performances in speech coders.

Sparse linear prediction provides a tighter coupling between the
multiple stages of time-domain speech coders.

Redefining the AbS scheme, the AR modeling can be seen as an
IIR approximation of the optimal FIR filter, adapted to the
quantized approximated residual, used in the synthesis of the
speech segment.

Improvement in the general performances of the sparse linear
prediction framework, but it can be applied also to common
methods based on minimum variance linear prediction (e.g.
ACELP).
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