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ABSTRACT we offer the flexibility of a frame independent codec if the loss prob-

In this paper, we describe a new approach to cope with packet |O§§)ility is_signific_ar_lt but, if the probability_ is low (or idea_lly_null),

in speech coders. The idea is to split the information present in eadh€n it will exploit inter-frame dependencies to perform similarly to
speech packet into two components, one to independently decodeffame dependent coder. In our coding scheme, the speech analy-
the given speech frame and one to enhance it by exploiting inte®S 1S based on sparse linear prediction which has shown better sta-

frame dependencies. The scheme is based on sparse linear predictigica@ modeling in creating an output (residual and predictor) that

and a redefinition of the analysis-by-synthesis process. We presefi€rs better coding properties [2]. Frame independence is achieved

Mean Opinion Scores for the presented coder with different degred§rough a rethinking of the analysis-by-synthesis (AbS) scheme [3],
of packet loss and show that it performs similarly to frame depen@/lowing the possibility of re-estimating the synthesis matrix (and
dent coders for low packet loss probability and similarly to framethus the impulse response that generates it) that creates an indepen-

independent coders for high packet loss probability. We also preseﬁ?mly decodable frame of speech given the residual similarly to what

ideas on how to make the coder work synergistically with the chanlS done in [4]. ) ) i
nel loss estimate. The paper is organized as follows. Section 2 describes the sys-

] ) ) tem architecture of our coder. In Section 3, we provide some ex-
~ Index Terms— Speech coding, \oice over IP (VoIP), linear pre- perimental results in comparison with G.729a [5] and iLBC, chosen
dictive coding, analysis-by-synthesis. due to their public availability. In Section 4, we discuss how the bit
allocation can work synergistically with the channel loss statistics to
1. INTRODUCTION generally improve the performance of the coder. Section 5 concludes
our paper.
With the increasing importance of VolP (Voice over IP) telephony,
alternative methods to improve the robustness of speec_h c_odecs to 2 SYSTEM ARCHITECTURE
packet loss are required. The approaches presented in literature,
notably [1] with the definition of the iLBC (Internet Low Bit _Rate 2.1. Step 1: Prediction parameters estimation
Codec), tend to create speech coders that are totally frame indepen-
dent or, in other words, where each frame is independently decod-he first step is to perform a linear predictive analysis using a sparse
able and does not depend on the previous frames. On the other hatidear prediction framework. A sparse linear predictive framework
in the case of telephony with dedicated circuits, the coding schemdsas already shown to offer, not only sparsity properties that make
used achieve high quality with low bit rate mostly because of theircoding more straightforward [2] but also a more compact descrip-
property to exploit inter-frame dependencies. However, these codiniipn of all the features extracted from a speech frame [7]. For a given
schemes, and in particular the ACELP (Algebraic Code Excited Linspeech frame, we obtain an estimate of the underlying autoregres-
ear Prediction) based codecs, in the case of packet loss show seveiee process by minimizing the prediction error veator x — Xa

shortcomings [1]. (commonly referred to as the residual):
In this paper we introduce a new approach to speech coding over A )
packet networks, creating a coder that has frames with a core that is a=argmin [x — Xall1 +~[lal1, (1)

independently decodable and an enhancement layer that is based on
the previously received frames. In particular, we create a coder thathere
can select between two decoding procedures, if the previous frames

are received correctly, then it decodes using all the information, oth- z(N1) (N —1) - (M- K)
erwise, it uses only the frame independent information. By doing so, x = ; , X = : : ,
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andn > N [8]. The more tractable 1-norr - || is used here where
as a linear programming relaxation of the sparsity measure, often

represented as the cardinality of a vector, i.e. the so-called O-jiorm To fex 0 0 0

|lo. This optimization problem can be posed as a linear programming . 0 0 0

problem and can be solved using an interior-point algorithm [9]. The

choice of the regularization termis based on a trade-off betweeR® = : LT 0 0 , (6
the sparsity of the residual and the sparsity of the predictor, found A i . .

through by theL-curve [10]. The sparse structure of the predictor, TN-1o T R . f_K R 0

allows a joint estimation of a short-term and a long-term predictors N TN-1 e et ToK41 T-K

7]

g A(z) = F(2)P(2) ) is the N x N + K matrix constructed with the frame dependent

residual vecton{ff, rT]. The problem (5) allows for a closed form

whereF'(z) is the short-term predictor, commonly employed to re- solution when the 2-norm is employed in the minimization:

move short-term redundancies due to the formants,fand is the
long-term pitch predictor that removes the long-term redundancies. h=R7RR") 'x, )
The two filters will then be quantized.
with o
2.2. Step 2: Residual Estimation lx — Rh|2 = 0. (8)

In order to achieve frame independence, we rethink the analysis-byVe €an now see that the optimal sparse linear predictor (frame de-
synthesis (AbS) scheme used for the estimation of the approximateﬂiandent and frame independent) is the one thathhas truncated

residual givend (=), estimated in the previous step. In particular, the'MPUISe response. The problem now is that the impulse response
main equation of AbS coding is the following [3]: will include both short-term and long-term contribution. We can

. split the two contribution as:
r=ar mian—I:I[f'T rT} . . . N PN
gmin(|W( ] )l ©) A(z) = F(2)P(z) — A = A,H,, )

s.t. struct(r),

and re-estimate only the short-term impulse response, assuming that
the long-term impulse response will not vary significantly, we can
rewrite (5) using (9):

wherex isthe N x 1 frame of speechWV is the N x N perceptual
weighting matrix,H is the N x K + N synthesis matrix whose
i—th row contains the elements with indéx K + ¢ — 1] of the

truncated impulse responkeof the combined quantized prediction h; = arg min || (x — H,Rhy)|.. (10)
filter A(z) = F(2)P(z): I
r b . ho 0 0 - 0] We can then obtain two estimates of the impulse responses, a frame
X . _ _ dependent ona} ” and a frame independent ohg”. In the frame
hk+1 . - 0 0 0 independent case, the matiin (6) will be N x N and it will be
2 : o0 0 (4)  constructed using only™". _ _
0 Using an autoregressive modeling of bdth” andh””, we
hokc i n o hy he 0 obtain two new short-term predictive filte/s"’(z) and FF'P (z),
hicin—t hran—s | o oo ha b ho that not only generate a better approximate of the impulse response

- but are also stable [4]. We will then quantize them.
The residual tern{f-f, rT]T is composed of thé previous resid-
ual samples _ (the filter memory, already quantized) and the current2 4. Definition of an Enhancement Layer
N x 1 residual vector that has to be estimated. It is now clear that ) _
the dependence plays a central role in the estimation of the residudl®’ @ given frame of speech we have calculated two residuals
. - Py ~FD H FI _ FI
The operatostruct(-), that we will leave undefined at the moment, (£"" and#" ") and two predictors4™ " (z) = P(2)F"""(z) and
imposes the structure on the residual (e.g., MPE, RPE, CELP). Alsod” " (2) = P(z)F""(2)). The reconstructed speech frames are,
for the sake of simplicity, we will assume that no perceptual weightfor the frame independent case:
ing is performed W = I). The results can then be generalized for FI o~ = PIAFI
an arbitraryW. X =HyHp 1, (11
We now look for two estimates of the residual in (3), one where d. forthe f d dent )
we take into consideration the previous residualone where we do and, for the irame depenadent case:

not take it into consideration, therefore setting it to zero. The frame FD o =D [ rDT o orpr]T
independent is then obtained considering onlyhe N right side T =HH; " |[(F27), (7). (12)
of the synthesis matrix in (4). The two residuafs’ and#'? will
then be quantized. It should be noted theﬁip is constructed from the truncated impulse
response of(z), that is equal for both cases, but in the frame inde-
2.3. Step 3: Re-estimation of the prediction coefficients pendent casélp is N x N while in the frame dependent ca@ﬁ% is
N x N+ K.

Once we have the two estimated residwl€ and#7”, we can
calculate the truncated impulse response that generates them. In p
ticular, we can rewrite the problem in (3) as:

" What we will do is transmit the frame independent parameters
&-FI, AFI(z) = P(2)FT1(2)) to robustly construct a frame inde-
~ ~ . pendent coder then define an enhancement layer based on the frame
H = argmin [|(x — Hf)[]2 — h = argmin [[(x — Rh)|[2, (5)  dependent parameters. To do so, we transmit the differences betwee



the two short-term predictos (z) and the differences between the
two residual$ (z). We will specify in the next section how to code

the differences and in which domain. 3.8 N _—:—_igéga ]
If there is no loss of speech packets, it is clear that the deco R R -#SpLP (FI+EN)
will work in “full” mode, using the frame independent informations 36 NN ——SpLP (Fl only) | ]

together with the enhancement layer, (12) would then become:

A~ ~ ~ T
& =, (A A7) [0+ 227, @+ )] @)

PESQ MOS

w
T

whereHZY , #EN and##N are functions of the parameters used t
define the enhancement layf* (z) and#* (z). 28r
The interesting case is whenka-th frame is missing. In this

case, thek + 1—th frame is self-constructed only from the frame 28

independent parameters, using (11). khe 2—th frame will then 24f .
be reconstructed using the frame dependent information but first i o : I 15
necessary to convert the part of the residual offthe 1—th frame Average Packet Loss (%)

#F1, that will appear in the reconstruction equation (13), into the

FI sFE
frame dependent or@-" + £-~). Fig. 1. Performances of the compared methods: G.729a (8 kbps),

iLBC (13.33 kbps), and our introduced method based on sparse lin-
3. EXPERIMENTAL ANALYSIS ear prediction (SpLP) with (FI+EN) and without (FI) the frame de-

pendent enhancement layer (respectively 10.9 and 7.65 kbps).
3.1. Setup

Linear predictive analysis

The length of the analyzed speech frames in our scheiVess160 bits, 153 belonging to the frame independent part and 65 belonging
(20 ms). The order of the optimization problem in (1){§s= 110, to the frame dependent enhancement layer, generating a total bit rate
meaning that we can cover accurately pitch delays in the intervadf 10.9 kbps (7.65 kbps for the frame independent information and
[Nstp+1, K — Ngtp — 1], including the usual range for the pitch fre- 3.25 kbps for the enhancement layer).

quency[70Hz, 500Hz]. This also means that the dependency from

the previous frame i& = 110 residual samples. The linear pre-

diction filters F'(z) and P(z) are chosen as respectively of order 3.2. Results

N; = 12 andN, = 1. F(z) is coded initially as an LSF vector

with 26 bits (providing transparent coding) using the procedure ifln this subsection we present the numerical results of our method
[11]. The pitch period is coded with 7 bits and the gain with 6 bits.compared, in terms of PESQ-MOS [13], to the iLBC in [1] and the
Coding of the residual G.729a [5], working respectively at 13.33 kbps and 8 kbps.

The residual coding of both"? and#f'? is implemented using an We have analyzed about one hour of clean speech coming
RPE procedure [12] with fixed shift equal to zero and a sample spadrom several different speakers with different characteristica-(ge

ing Q@ = 8. The RPE procedure is slightly modified to have the firstder, age, pitch, regional accent) taken from the TIMIT database
8 pulses as nonzero (27 nonzero pulses in total). This guarantegsd], re-sampled at 8 kHz. In our simulations, we used the Gilbert
other than a full row rank oR, also a well conditioned problem model for packet loss with parameters= P(losgloss) = 0.7 and

in (10) in both the frame dependent, whdeis N x N 4+ K and p = P(losgnolosg varied in order to have an average loss rate
frame independent case, whdeis N x N. 7 is calculated first, of p/(p + ¢). The analyzed loss rates are 0%, 2.5%, 5%, 7.5%,
then we impose the same sign structure when calcul&fify The  10%, and 15%. In our implementation, a simple packet loss con-
residuals are also quantized simultaneously with a 8-level uniforngealment (PLC) based on repeating the previously received frames
quantizer, the peak magnitude is encoded with 6 bits per frame arig implemented for our method and also for the G.729a.

1 bit per pulse is used to code the sign. As the results suggest in Figure 1, the coder works well with per-
Re-estimation procedure formances similar to the G.729a codec at 0% packet losses, where
In the re-estimation procedure (10), we impose the constraint of hahe jLBC fails to do so. The frame dependent layer seems to work
ing ks (0) = 1, this is done to simplify the IIR modeling dfs, SO well at low packet loss rates and loses its enhancement properties
that the filter has a unit numerator. The new short-term predictivgynen the loss rate increases, as we may have expected. It should be
filters are also coded as an LSF vector with 26 bits (providing tranSnoted’ that our scheme, when only the frame independent part is em-
parent coding in both cases). ployed, performs only slightly worse than iLBC with a net decrease
Coding of the Enahncement Layer 5 in rate and a very simple PLC scheme. This can be explained by
The difference vector™® (z) is calculated betweed ™" (z) and  the novelty we have introuduced in the re-estimation of the “frame
F™(2) in the quantized LSF domain. A 11 bits vector quantizerindependent linear predictors” and by the compact and robust mod-
has proved to be sufficient to describe the difference between theling advantages offered by sparse linear prediction [2]. Our coder
two polynomial. In particular, the reconstructed polynomial (sum ofperforms worse than iLBC for loss percentage higher than 7.5%,
FFI(z)andF* (z) inthe LSF domain) is going to fulfill the spectral mostly due to the more advanced PLC implemented on iLBC. A fi-
transparency performances E§D(z) does. As for the difference nal comment is that the structured sparsity of the residual can allow
between the two residuais® (z), we will use 2 bits per pulse, suf- guidance in order to generate an excitation sequence when packet
ficient to code the difference almost without distortion in the quan4oss occurs, for example when the other parameters are estimated in
tized domain. Each frame will then be coded with a total of 218a Hidden Markov Model based PLC [15].



4. DISCUSSION

The coding algorithm we have presented is representative of a more
general problem, where we minimize the expected distortion be-
tween the analyzed speech and its coded approximation, subject to

rate constraint:

minimize D(x, X),

subjectto: R(%X) < R™; (14)

where D(x, X) represent the expected distortion by representing

with %, R(X) is the rate (or, equivalently, the bit allocation) to trans-
mit X and R* is the maximum possible rate (the constraint). In our
case, the distortion will be dependent on how the representatidn of |5

divided between a frame independent c&fé and a frame depen-
dent enhancement lay&®" . In particular, the distortion term can

be made dependent on the loss rate and therefore adjusting the

allocation on the frame dependent and frame independent parts.

see for example from Figure 1 how the increase in performance given
by the enhancement layer tend to reduce itself with the increase of
the loss rate, in particular with a 15% of lost packets, there is almost[7]
no difference, although there is a 3.25 kbps difference in rate. In this
case, what we would then like to do is to reallocate the bits used to
define the enhancement layer, to improve the performances of the
frame independent coder, the problem in (14) can then be rewritten[g]

as:

min. wPLD(Xv &FI) + (1 - wPL)D(X7 }ACFI + &EN)a

st: REF)+REEY) < R (15)

where the allocation of the rate is now split between the frame in{10]
dependent part and the enhancement layer that exploits frame de-
pendence. Also the expected distortion will be proportional to the

different bit allocation. In (15)w,, is a weight that will be some-
how proportional to the packet loss probability (0 < w,, < 1),

and, on a higher order analysis, it will also depend on other loss
statistics such as the burst length. An interesting case, it is also to
use the bit allocated for the enhancement layer to bring information
for the packet loss concealment on how to reconstruct the missing2]
frames when the loss rate is high. How to implement the problem in

(15) will be subject of our future work.

5. CONCLUSION

In this paper, we have introduced a novel formulation for speech
coding in packet networks. In particular, we have defined an algo-
rithm that generates parameters that independently decode a spe
segment at 7.65 kbps. A 3.25 kbps frame dependent enhantem
layer is added to exploit inter-frame dependencies. This allows to
reach performances similar to the G.729a coder for 0% packet loss
probability while behaving similarly to the iLBC coder for higher [15
packet loss probabilities. Sparse linear prediction has been used to
robustly analyze a speech segment, providing a joint estimation of
long-term and short-term predictors and a sparse residual. Also, a
new formulation of the Analysis-by-Synthesis scheme has been de-
fined by re-estimating a more appropriate synthesis matrix. A defi-
nition of the future work on the how to optimally construct a frame

dependent/independent coder has also been given.
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