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1 Introduction

• In VoIP systems, the most used approach is
to create speech coders that are totally frame
independent.

• In the case of telephony with dedicated cir-
cuits, high quality is achieved by the exploita-
tion of inter-frame dependencies.

•Overcoming this mismatch by splitting the in-
formation present in each speech packet into
two components: one to independently de-
code the given speech frame and one to en-
hance it by exploiting inter-frame dependen-
cies.

2 System Architecture

2.1 Prediction parameters estimation

•A sparse linear predictive framework is em-
ployed to achieve a more compact description
of all the features extracted from a speech
frame:

â = arg min
a

‖x − Xa‖1 + γ‖a‖1,

•The sparse structure of the high order predic-
tor allows a joint estimation of a short-term
and a long-term predictors A(z) ≈ F̂ (z)P̂ (z),
the sparse residual allows for sparse multipulse
encoding.

2.2 Residual Estimation

•We rethink the analysis-by-synthesis (AbS):

r̂ = arg min
r
‖W(x − Ĥ

[

r̂
T
−, r

T
]T

)‖2,

s.t. struct(r),

where Ĥ is the synthesis matrix obtained
from the quantized prediction filter Â(z) =
F̂ (z)P̂ (z).

•The residual term
[

r̂
T
−, r

T
]T

is composed of
the K previous residual samples r̂− (the filter
memory, already quantized) and the current
N × 1 residual vector r that has to be esti-
mated.

•Find two residual estimates r̂
FD (using r̂−)

and r̂
FI (not using r̂−).

2.3 Re-estimation of LP coefficients

•With r̂
FI and r̂

FD, we calculate the truncated
impulse response that generates them. In par-
ticular, we can rewrite the AbS equation as:

h̃ = arg min
h

‖(x − R̂h)‖2.

•We can split the two contribution as:

Â(z) = F̂ (z)P̂ (z) → Ĥ = ĤfĤp,

and re-estimate only the short-term impulse
response, assuming that the long-term im-
pulse response will not vary significantly.

•We can then obtain two estimates of the im-
pulse responses, a frame dependent one h̃

FD
f

and a frame independent one h̃
FI
f .

•Using an autoregressive modeling of both h̃
FD

and h̃
FI, we obtain two new short-term pre-

dictive filters F̃ FI(z) and F̃ FD(z), that not
only generate a better approximate of the im-
pulse response but are also stable.

2.4 Enhancement Layer

•The reconstructed speech frames are, for the
frame independent case:

x̂
FI = ĤpH̃

FI
f r̂

FI,

•and, for the frame dependent case:

x̂
FD = ĤpH̃

FD
f

[

(r̂FD
− )T , (r̂FD)T

]T
.

•We transmit the frame independent parame-
ters (r̂FI, ÃFI(z) = P̂ (z)F̃ FI(z)) and a side
stream with the differences between the two
short-term predictors F̃ ∆(z) and the differ-
ences between the two residuals r̂

∆(z).

• If there is no loss of speech packets, it is clear
that the decoder will work in “full” mode, us-
ing the frame independent informations to-
gether with the enhancement layer, would
then become:

x̂ = Ĥp(H̃
FI
f +H̃

EN
f )

[

(r̂FI
− + r̂

EN
− )T , (r̂FI + r̂

EN)T
]T

where H̃
EN , r̂

EN
− and r̂

EN are functions of the
parameters used to define the enhancement
layer F̃ ∆(z) and r̂

∆(z).

•When a k−th frame is missing, the k + 1−th
frame is self-constructed only from the frame
independent parameters. The k +2−th frame
will be reconstructed using the frame depen-
dent information but first it is necessary to
convert the part of the residual of the k+1−th
frame r̂

FI
− , that will appear in the reconstruc-

tion equation, into the frame dependent one
(r̂FI

− + r̂
EN
− ).

3 Validation

•The length of the analyzed speech frames in
our scheme is N = 160 (20 ms). The order
of the predictor A(z) is K = 110. The linear
prediction filters F (z) and P (z) are chosen as
respectively of order Nf = 12 and Np = 1.

•The residual coding of both r̂
FI and r̂

FD is
implemented using an RPE procedure with
fixed shift equal to zero and a sample spacing
Q = 8.

•The difference vector F̃ ∆(z) is calculated be-
tween F̃ FD(z) and F̃ FI(z) in the quantized
LSF domain.

•The difference between the two residuals
r̂

∆(z) will be coded with 2 bits per pulse, suf-
ficient to code the difference almost without
distortion in the quantized domain.

•The coder works well with performances sim-
ilar to the G.729a codec at 0% packet losses,
where the iLBC fails to do so.

•The frame dependent layer seems to work well
at low packet loss rates and loses its enhance-
ment properties when the loss rate increases,
as we may have expected.
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Performances of the compared methods: G.729a (8 kbps), iLBC (13.33
kbps), and our introduced method based on sparse linear prediction (SpLP)
with (FI+EN) and without (FI) the frame dependent enhancement layer (re-
spectively 10.9 and 7.65 kbps).

4 Discussion

•The coding algorithm we have presented is
representative of a more general problem,
where we minimize the expected distortion be-
tween the analyzed speech and its coded ap-
proximation, subject to a rate constraint:

min. wpL
D(x, x̂FI) + (1 − wpL

)D(x, x̂FI + x̂
EN),

s.t. R(x̂FI) + R(x̂EN) ≤ R∗.

where the allocation of the rate is now split
between the frame independent part and the
enhancement layer that exploits frame depen-
dence.

•The expected distortion will be proportional to
the different bit allocation (wpL

proportional
to packet loss percentage pL (0 ≤ wpL

< 1)
and burst length.

•The bit allocated for the enhancement layer
can be also used to bring information for the
packet loss concealment on how to recon-
struct the missing frames when the loss rate
is high.
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