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Motivation

e Problems with tuning VQE algorithms:

—-necessity fo tune over most possible applica-
fion scenarios with very different acoustic disfur-
bances (combinatorial problem),

- optimization criterion is highly subbjective (i.e., per-
ceived quality).

e Proposed approach:

—formalize the tuning process as a large-scale
nonlinear optimization problem (1),

-use of objective and reproducible measures
as optimization criterion that mimic the human
hearing process (e.g., PESQ (2) and POLQA (3)).

1 A Simple VQE: Noise Suppressor

We consider the following model:
Yiim| = Xigm] + Niym|, k=0,..., K —1.

Two components are generally required to estimate
the clean speech X;ml|: A noise power estimator
and a suppression rule based on this estimate.,
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A block diagram of a VQE system for noise reduction.

1.1 Noise Suppression Rule

e Apply a gain on the noisy speech 1o obtain an es-
timate of the clean speech signal: X, = G.Y}.

e A log-spectral amplifude (LSA) MMSE estimator is
derived in (4):

LSA W (1 / < et )
GSA — Wexp(= [ “at),
2 G\]gvfyk t

where GV = &./(1 + &) and & = E{| Xi|*}/E{|Ni|*} =
Ax|k]/An|k| is The so-called a priori SNR, estimated
via the D-D approach:
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e The suppression gain is limited fo a minimum value:
Xk — ((1 — m(;)GIIESA + mg)Yk
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1.2 Noise Power Estimation

e According to (5), The MMSE estimation of a noisy
periodogram under speech presence uncertainty
results in

E{Q[K] Y5} = P(Hy|Yi)An[k] + (1 — P(H|Y3)| Y3l

where the a posteriori Speech Presence Probabil-
ity (SPP) is calculated by

Yi|? -
1+ (1 + le) eXp( S\Nk[‘k]l f_Hél.H >:| )

and the estimate of the noise PSD is
Avlk, m] = apspAn[k, m — 1] + (1 — apsp) E{ AN [K]|*| Y3}

P(H\|Yy) =

e AN ad-hoc procedure is performed to avoid stag-
nation of the a posferiori SPP:

‘min{ Py, P(H\|Y3)}, if P> Py,

P(H\|Yy) = 4 .
P(H\|Y), otherwise,

where P = apP + (1 — ap)P(H1|Y}).

2 Tuning as an Optimization Problem

¢ We want to opfimize over the improvement in MOS
produced by the VQE:

AMOS (2[k], y[k]) = MOS (&[k], z[k]) — MOS (y[k], z[k])

e [he optimization problem is

maximize AMOS (z k]|, y|k])
subjectto U <p <L

- p Is The vector of parameters to be tfuned.
- 2|kl||p Is the VQE output obtained with p.

- L and U represent the constraints (lower and up-
per bounds) of the solutfion vector.

3 Experimental Setup

e Evaluation corpus

—-[TU-T P-Series speech fest signals mixed with a
Nnoise daftabase composed of car, babble, fan,
whife, and pink noise.

- SNRs from -5 o 25 dB (reference: -26 dBov).

-total length of all the combined audio signals
about 1.5 hours (80% fraining).

-length of each audio signal equally distributed
pbetween 8 1o 16 s (60% of speech activity).
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e Optimization framework
- We optimize over the following parameters:

p = {8, mq,&m,, ap, PrH, apsp |-

-PESQ and POLQA were used to calculate the
MOS. For comparison purposes, we also opti-
mized over the LSD.

- A genefic algorithm was chosen as effective in
determining global solutions to nonlinear combi-
natorial problems (6).

-The upper and lower bounds used In the opfi-
Mmization problem were determined empirically.

- Qufput sets are ppoiaa. Presa. ANd prsp.

- Puuman IS The vector tfuned by expert listening over
a limited set of tThe fraining corpus.

e MUSHRA test

- A pool of seven expert listeners, familiar in de-
tecting smallimpairments, and five naive listeners
was chosen.

- The fest was performed using six speech clips ran-
domly selected from the testing corpus.

- The anchor was created by low-pass filtering the
clean signal at 1.75 kHz before performing the
noise mixing.

4 Results and Conclusions

e Significant difference in the resulting values were
observed, especially compared to pxuman Where
the values were chosen mostly based on what pre-
sented in the literature (e.g., the fixed a priori SNR

Eg, N (D).

B mg S, op | Pru | Opsp
U | 098 | 0.050 | 63.24 | 0.90 | 0.99 | 0.90

L | 080 | 0.001 | 10.00 | 0.45 | 0.90 | 0.65
PaumaN | 0.98 | 0.010 | 31.62 | 0.50 | 0.99 | 0.80
pisp | 0.87 | 0.003 | 28.78 | 0.62 | 0.94 | 0.83
Presqo | 0.91 | 0.010 | 42.25 | 0.64 | 0.95 | 0.67
ProLoa | 0.95 | 0.040 | 21.15 | 0.76 | 0.96 | 0.76

Values resulting from the optimization methods for each
parameter vector. The first two rows represent the bounds
imposed on the parameter vector.

e Evaluation over the testing set provided
AMOS (Z|k]| pprorans Z1E][pruman) = 0.2 (S expected).

eIN The MUSHRA fest, ppoiga ONA ppesq Clearly
achieves higher mean and median score of all the
tuning methodologies.

e POLQA offers better performance compared to
the one obtained through PESQ.

e Statistically significant difference beftween the
combined scored obtained through ppolga ANA
Presq ONd the one obtained through pisp O pHUMAN:
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Results of the MUSHRA listening test. MOS for different
enhancement types averaged over all excerpts and all
listeners. The boxes span the first and third quartile, the

whiskers indicate the 95% confidence intervals.

e Optimizing over perceptual objective criteria
seems to work reasonably well in determining bet-
ter solutions to the tuning problem.

e FUTUre work:

—extending the optimization framework to more
complicated VQE algorithms including a larger
number of blocks (e.g., linear and nonlinear
echo canceler, comfort noise generators, multi-
MicC systems).

—-The larger the set of parameters tThat need tun-
INg, the higher the expected gains in both quality
and efficiency.
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