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ABSTRACT
In this paper, we address the problem of subjectively evaluating the spatial quality of a given sound event,
or auditory scene, produced using an array of loudspeakers and various spatial reproduction methods. In
particular, we focus our attention on recently introduced numerical methods that are capable of addressing
some of the limitations of analytical methods of sound field reproduction. The evaluation is performed
through a novel listening test methodology derived from a common multiple stimuli test for which we
provide the implementation details on its adaptation to spatial audio evaluation. The testing is done in
both anechoic and non-anechoic conditions, and the results obtained are statistically significant and clearly
outline some of the benefits and limitations of the presented methods.

1. INTRODUCTION

The increasing shift of surround sound reproduction in
the home environment toward line arrays of speakers,
mainly in high-end televisions and sound bars, raises the
question of how to effectively reproduce and evaluate
different spatial reproduction methods for these systems.

The literature on spatial audio rendering can be divided
into four areas: attempts at accurate reproduction of a
wave-field (e.g., wave-field synthesis (WFS) [1] or near-
field compensated higher-order ambisonics (NFC-HOA)
[2]); attempts at accurate binaural reproduction at a par-
ticular listening position (e.g., crosstalk cancellation [3]
or loudspeaker binaural rendering (LBR) [4, 5]); at-
tempts to reproduce the perceptual attributes of a sound
field using heuristic approaches (e.g., vector-base am-
plitude panning (VBAP) [6]); and numerical approaches
to reconstructing a sound-field (e.g., mode-matching for
HOA [7] and the equivalent source method (ESM) [8]).
The numerical techniques aim to generate a set of fil-
ters for each loudspeaker in an array by minimizing the
`2-norm of the error between the reproduced field and a
target response at a few listening positions. Frequently
this is done in a narrow-band sense, focusing on a single
frequency, and the generation of a broadband filter is left
as a separate optimization problem. In our previous work
[5], we introduced numerical auditory scene synthesis
(NASS), a flexible numerical method that allows for
broadband filter design and perceptually relevant error
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Fig. 1: Listening room setup for measurement of spatial audio
rendering from a uniform linear array with a manikin. The val-
ues ds and and dh, represent, respectively, the distance between
speakers and the distance from the center of the array to the
target area. The red points show the target ear locations.

metrics encompassing the LBR, mode-matching HOA,
and ESM methods. The work in [5] provided a first step
towards analyzing the perceptual implications of various
norms, regularization techniques, and target functions
but used a very simple metric which compared the ren-
dered transfer function at a simulated listener’s ear drum
to the desired transfer function.

The literature on perceptual evaluation of the various
spatial sound synthesis methods is somewhat sparse [9].
Historically, the standardization process on how to mea-
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sure audio quality has focused mostly on distortions that
affect the timbre, as caused by coding [10]. However,
measuring the quality in spatial audio is related not only
to the timbral characteristics, but also on localization and
spatial extent [11]. How these multi-dimensional fea-
tures are perceived affects the character of the auditory
scene. One of the most notable efforts to provide a com-
mon methodology to evaluate spatial quality was done
in [12]. However, the nature of the testing is limited to
very small impairments where only expert listeners are
involved in the evaluation. Furthermore, strict specifica-
tions are given on the experimental setup which make the
testing expensive, both in terms of time and resources.
Other types of standards, mainly [13], address the evalu-
ation of spatial audio in the 5.1 format. However, it also
restricts the location of the speakers to a particular con-
figuration and is focused mainly on coding methods.

The most significant contribution in evaluating spatial
quality in the recent past was proposed in [14, 15, 16, 17],
where the quality evaluation of spatial transmission and
reproduction using an artificial listener (QESTRAL) was
introduced. The contribution of the QESTRAL method-
ology is twofold. Firstly, it introduces the idea of calcu-
lating the response at the ears of a manikin in any given
position of a room to evaluate a simulated auditory scene
with any loudspeaker configuration, thus greatly simpli-
fying the experimental setup. Secondly, it provides a
number of objective measures that map well to percep-
tion. As is done in other standardized objective quality
evaluation techniques, e.g. [18, 19], the fusion of these
measures and their mapping to a subjectively relevant
score, or calibration, is done by analyzing a very large
number of subjective experiments and their relation to
different objective qualities. However, to date the QES-
TRAL method has only been validated on discrete 5.1
reproduction and has not been applied to evaluation of
the previously listed methods for spatial audio synthesis.

This paper proposes a spatial perceptual evaluation
methodology inspired by the QESTRAL listening tests
to analyze the spatial quality of a selection of numeri-
cal auditory scene synthesis methods [5]. The method
is based on simulating a binaural auditory scene using
a single source from a given angle at the listener’s ears,
as shown in Figure 1. This allows for an inexpensive
testing methodology through headphone playback based
on the multiple stimuli with hidden reference and anchor
(MUSHRA) paradigm [20].

The paper is organized as follows. In Section 2, we

review various models of acoustical propagation used
in many sound field synthesis techniques. The NASS
method is presented in Section 3. In Section 4, we give
details on the experimental setup for the perceptual test-
ing and, in Section 5, we provide the results of the test
and comparisons and relations to objective measures.
Finally, in Section 6, we present our conclusions.

2. MODELS OF ACOUSTICAL PROPAGATION

Most methods of numerical sound field synthesis ap-
proach the problem in a similar way to their analytical
counterparts by assuming a simplified model of acousti-
cal propagation between each loudspeaker and each tar-
get point. The choice of acoustical model has a sig-
nificant impact on the resulting system, both in terms
of how well it matches the real-world listening environ-
ment (many models assume anechoic propagation, but
are meant to be listened to in a reverberant room) and in
terms of the intended use (wave-field methods are often
used in systems for human listeners where head related
propagation would be more fitting).

In this work, we generalize the acoustical propagation
model to be any impulse response from source to re-
ceiver, whether it is measured or generated analytically.
The generic impulse response is then written as g =
[gr[n], . . . ,gr[n−Ng + 1]] where Ng is the length of the
measured impulse response. Analytical acoustical mod-
els are the common plane-wave, spherical-wave, and
multipole models which, in free-field, are given by [21]

G( f ) = Aei(k·r−ωt) F−1
−→ g(t) = Aδ

(n · r
c
− t
)
,

G( f ) =
Aei(kr−ωt)

r
F−1
−→ g(t) =

A
r

δ

( r
c
− t
)
,

G( f ) =
L−1

∑
l=0

Alei(klr−ωt)

r
F−1
−→ g(t) =

L−1

∑
l=0

Al

r
δ

( r
c
− t
)
,

respectively, where k = ω

c is the wavenumber, k = kn is
the wavenumber vector with unit vector n pointing in the
direction of propogation, r′ is the vector pointing from
the origin to the source location, c is the speed of sound
in the medium (approx. 343 m/s in air), ω = 2π f is the
frequency ( f is in Hertz), i is the imaginary number, r
is the vector pointing from the origin to the evaluation
point, r = |r− r′| is the distance from source to evalua-
tion point, δ (·) is the Dirac delta function, and F−1 rep-
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resents the inverse Fourier transform. These impulse re-
sponses are then sampled at discrete time steps and thus
can have delays that are fractions of a given sample rate
[22].

The system describing the acoustical field created from a
set of S sources and measured at a set of M target points
can be written as

y = Gx, (1)

G =




G11 · · · G1S
...

. . .
...

GM1 · · · GMS


 ,x =




x1
...

xS


 ,y =




y1
...

yM


 ,

where the acoustical propagation matrix G is composed
of matrices Gms, each representing the (Ng +Nx−1)×Nx
dimensional acyclic convolution matrix of an individual
impulse response gms and each loudspeaker signal x is
xs = [xs[n], . . . ,xs[n− (Nx−1)]]T .

3. FILTER OPTIMIZATION FRAMEWORK

We formalize the problem of determining a set of S filters
hs, to apply to the source signal x to approximate a sound
field as

ŷ = ĜHx, (2)

where Ĝ is the measured acoustic transfer function used
in (1), and H is a block diagonal matrix where each ele-
ment is the convolution matrix of hs. The desired sound
field can be represented as y = Tx, where T is the ideal
response of the system shaped like G in (1), where each
block represents the transfer function between the s-th
source and m-th speaker. Thus, we can rewrite our prob-
lem as Tx≈ ĜHx. Given the particular shape of the con-
volutional matrices, the problem becomes

Gh− t = e. (3)

We can now consider the optimization problem asso-
ciated with finding a set of S filters hs ∈ RNh from a
set of observed MS acoustic path models gms ∈ RNg so
that the reproduction error of the target function t =[
tT
1 , . . . .t

T
M
]T , tm ∈ RNt , where Nt = Ng + Nh−1, is min-

imized.

The transfer function of a room can be exactly inverted
for the case N = 2M, (M = 1 and Ng = Nh + 1) as was
shown for the MINT method [23]. That is the case of
G being a square matrix and thus the system having a
unique solution, provided that G is full rank.

There is also an exact solution, when NNt ≥ MNh and
the matrix has full row rank, R(G) = MNh, a condition
that can generally be assumed to be fulfilled for a convo-
lutional matrix. In this case, the system is said to be un-
derdetermined and it has infinitely many solutions, so we
are seeking a particular solution, typically one that mini-
mizes the `p-norm, defined as ‖x‖p = (∑

N
n=1 |x(n)|p)

1
p ,

of the solution vector. The optimization problem be-
comes:

ĥ = argmin
h
‖h‖q s. t. Gh = t. (4)

However, since perfect multichannel inversion is hard to
achieve when spatial robustness and possible perturba-
tions of the measurement are considered [24], exploring
the neighborhood of the minimum norm solution (4) and
determining approximate solutions is of general interest.
The condition Gh = t can then be relaxed through the
choice of an appropriate cost function. The optimization
problem can then be generalized as

ĥ = argmin
h
‖W(Gh− t)‖p s. t. ‖Zih‖qi ≤ δi,

∀i, i = 1 . . . , I.
(5)

where the matrices Zi and W are added to represent lin-
ear projections, e.g., perceptual weighting, or transfor-
mations in a given domain. This method is called nu-
merical auditory scene synthesis (NASS) and the impli-
cations of different projection matrices and norm choices
are discussed in detail in [5]. Note that the minimization
problem is the same in the case where MNh > NNt , when
the system is overdetermined, and the condition Gh = t
cannot be fulfilled.

4. EXPERIMENTAL ANALYSIS

We focus our attention on the optimization problem as-
suming an `2-norm criterion on the unweighted cost
function and impose a frequency domain constraint on
the solution vector. The problem in (5) is then rewritten
as

ĥ = argmin
h
‖Gh− t‖2 s. t.‖Fh‖q ≤ δ , (6)

where F is a block diagonal matrix containing M DFT
matrices and the m-th target vector is defined as

tm = [0, . . . ,0,︸ ︷︷ ︸
D

tm[0], . . . , tm[Nt −D−1] ],
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where D represents the modeling delay that is used to
ensure causality of the designed filter [24]. From (6), we
derive six methods for generating a sound field. Three
methods use a measured anechoic head-related impulse
response (HRIR) as the acoustical propagation model
and target, i.e. the loudspeaker binaural rendering (LBR)
method presented in [4], and three methods use a free-
field spherical wave model (SWM) for the acoustical
propagation model and target similar to the ESM method
[8]. We selected two underdetermined situations, one
where the minimum `2-norm solution is selected and
a second where the minimum `∞-norm solution is se-
lected, along with one overdetermined situation where an
`∞-norm constraint was used in the frequency domain:

• `2-norm LBR, underdetermined (LBR2 L2)

• `∞-norm LBR, underdetermined (LBR2 Li)

• `2-norm LBR, overdetermined,
δ = 12 dB (LBR12 Li)

• `2-norm SWM, underdetermined (WAVE2 L2)

• `∞-norm SWM, underdetermined (WAVE2 Li)

• `2-norm SWM, overdetermined,
δ = 12 dB (WAVE12 Li)

For all the methods, we chose Ng = 256 (5.3
ms), Nh = 256 (5.3 ms), D = 100 (2.1 ms), and
Nt = Ng + Nh − D− 1 = 411 (8.6 ms) as defined in
Section 3. The value of D was chosen to ensure causality
of the designed filters [3, 4]. The values of Ng and
Nh were chosen to encompass the direct portions of
measured and target impulse responses respectively.

4.1. Experimental Setup

All methods were evaluated using a uniform linear ar-
ray (ULA) consisting of eight speakers separated by 10
cm, corresponding to a spatial aliasing frequency of ap-
proximately 1700 Hz. Using this array, two simulated
binaural listening tests were created: anechoic and non-
anechoic. The general setup was identical for both the
anechoic and non-anechoic cases and is illustrated in Fig-
ure 1 where the simulated centered listener position is
shown along with the two and twelve target point loca-
tions used in the filter generation. The distance between
the ears of the manikin head was approximately 15 cm

and the distance between the center of the manikin head
and the ULA was 2 m. The spatial quality was eval-
uated against a reference loudspeaker placed at 60◦ to
the listener’s left. This angle was chosen for two rea-
sons: rendering of sources outside of the array’s aperture
become progressively more difficult the further out the
source is and the 60◦ angle has interesting commercial
applications requiring the widening of a sound stage.

The HRIRs used both in the LBR filter design and
for anechoic simulations were measured in an anechoic
chamber with a cutoff of approximately 40 Hz using a
KEMAR manikin placed 3 m from a studio monitor with
a flat frequency response from 50 Hz to 20 kHz. A total
of 3600 measurements were taken at 0.1◦ increments and
impulse responses were acquired using the logarithmic
sine sweep method [25].

In contrast, the HRIRs used in the non-anechoic simu-
lation were measured using a prototype 8 speaker array
in a real room. The room used was 6.5 x 4.25 x 2.75
m with absorption and diffusion paneling on walls,
a carpeted floor, and a broadband reverberation time
(RT60) of 0.23 s. The room was designed meet the
listening room requirements for acoustical propagation
in [12] except for the noise floor requirement. However,
since all subjective tests were carried out using binaural
simulations on headphones and not with participants
listening in the room this did not cause an issue. A target
utilizing the same loudspeaker as in the ULA was placed
at 60◦ to serve as the reference in the listening tests.

4.2. Objective Evaluation

Objective simulation results are shown in Figure 2. The
graphs show (from left to right) the wave field at 500
Hz, the frequency response of the generated filters for
each of the loudspeakers, and the response at the ears
of the manikin head for each of the six methods re-
ferred to above. The LBR underdetermined cases tend
to closely match the expected ear responses at the central
listening position, while the spherical wave underdeter-
mined methods, though generating the expected acousti-
cal waveform, do not match the expected responses. This
is due to the spherical wave models not incorporating fre-
quency dependent cues contributed by the head shadow-
ing. However, the underdetermined cases do not appear
to be spatially robust, as the filters are optimized exclu-
sively for the central listening position.
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Fig. 2: Simulation results of a source rendered at 60◦ with an 8 loudspeaker array with M = 2 or M = 12 control points (black
dots) for different values of q and δ . Subfigures (a)-(c) show results using a spherical wave acoustic propagation model, while (d-f)
utilize measured HRTF responses. The left pane shows the wave field at 500 Hz; the middle and right pane show, respectively, the
frequency response of the generated filters and the response at the ears of the manikin head (black circle). Subfigures (a), (b), (d),
and (e) represent underdetermined systems (M = 2), while (c) and (f) represent overdetermined systems (M = 12).

In the overdetermined cases, the filters are optimized for
a larger spatial region using 12 points. Using more tar-
get points increases the error between the resulting re-
sponses and desired responses at the ears. As noted in
[5], a constraint was applied in order to obtain physi-
cally meaningful solutions considering the loudspeaker
output. In particular, applying an `∞-norm constraint in
the frequency domain allows for bounding the maximum

value of the frequency response, as can be seen in Fig-
ure 2.

4.3. Subjective Evaluation

The standard metric for measuring the perceived qual-
ity of speech and audio signals is the mean opinion score
(MOS) [26]. The measurement process consists of a pool
of human listeners that compares the system under test
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with a high quality fixed reference and ranks the degra-
dation from “Inaudible” to “Very annoying” on a five-
point scale. The MUSHRA test has similar scope, but
the main advantage over the MOS methodology is that it
requires fewer participants to obtain statistically signifi-
cant results. Since all excerpts are presented at the same
time, a paired t-test can be used for statistical analysis
[20]. The participants are asked to rank the similarity of
each file to a reference from a scale of 0-100.

Five diverse audio excerpts were evaluated: castanets,
pink noise, music, male voice, and female voice. The
audio excerpts used in the MUSHRA test were gen-
erated as perceived in a central listening location 2 m
from the proposed ULA in an anechoic and non-anechoic
room. Similar to the QESTRAL methodology, the lis-
teners are not in these actual rooms, which allows for
constant head placement and simple switching between
algorithms. Thus, the simulations were conducted by
measuring HRTFs associated with an 8-speaker ULA
and target speaker in both types of environments us-
ing a KEMAR manikin. The appropriate HRTFs were
then convolved with each speaker output to simulate the
the actual acoustical propagation and head related trans-
fer functions. Appropriate headphone compensation was
used to remove the effects of the headphone on the binau-
ral listening task. A headphone compensation filter was
created by generating a smoothed inverse filter from 10
reseated KEMAR headphone measurements.

In order to remove the influence of loudness during per-
ceptual evaluation, the loudness (loudness, k-weighted,
relative to full scale, or LKFS) of all simulations was
normalized based on [27]. This was achieved by calcu-
lating the average loudness of files processed with each
of the six rendering techniques in both anechoic and non-
anechoic simulations and comparing against their respec-
tive reference loudnesses. The difference between the
average loudness and the reference loudness was used to
normalize each set of files for playback.

The anchor was generated by low-pass filtering the origi-
nal signal at 3.5 kHz, and a simple decorrelator was used
to reduce the anchor’s perceived directionality.

The test consisted of 13 listeners; 9 experts who had con-
siderable musical and audio engineering training and 4
who were considered naive listeners. The participants
were instructed to compare all files to a labeled reference
and were informed that there was a hidden reference and
anchor within the evaluation. The participants were in-
tentionally not asked to evaluate specific audio qualities

            REF    LBR2_L2  LBR2_Li LBR12_Li WAVE2_L2 WAVE2_Li WAVE12_Li  ANCHOR           

        0

      Bad

       20

     Poor

       40

     Fair

       60

     Good

       80

Excellent

      100

  Anechoic Measurements − Average and 95% confidence intervals  

(a) Anechoic

            REF    LBR2_L2  LBR2_Li LBR12_Li WAVE2_L2 WAVE2_Li WAVE12_Li  ANCHOR           

        0

      Bad

       20

     Poor

       40

     Fair

       60

     Good

       80

Excellent

      100

Non−Anechoic Measurements − Average and 95% confidence intervals 

(b) Non-anechoic

Fig. 3: Anechoic (a) and non-anechoic (b) MUSHRA results
for the spatial reproduction methods evaluated.

such as timbre and spatial focus; this was done to avoid
misinterpretation of the experiment and to strictly focus
the experiment on the general perceptual difference be-
tween references and test files.

5. RESULTS

The results of the MUSHRA test in the anechoic sce-
nario are shown in Figure 3.a. The underdetermined sys-
tems rank significantly higher than the overdetermined
ones given that the target points coincide with the loca-
tion of the dummy ears. Of the underdetermined cases,
LBR cases scored highest when compared to all other
methods with significant overlapping of the confidence
region with that of the reference. This indicates the im-
portance of spectral cues embedded in the LBR method,
which are not included in the spherical wave propaga-
tion methods. The overdetermined cases were not ranked
favorably for both the LBR and wave model methods
due to the minimization effort targeting a much larger
area (12 points). These results are particularly interest-
ing given the fact that the single frequency wave fields
plotted in Figure 2 look correct at the listening position
for many of the methods.
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The results of the MUSHRA test using a non-anechoic
room simulation, shown in Figure 3.b, generally show
lower scores, agreeing with the mismatch between the
anechoic calculation and actual environment. In these
cases, the overdetermined LBR and wave propagation
methods scored more favorably than in the anechoic
room simulation test. This suggests that optimizing over
a larger space allows for relaxation of spatial constraints
and reduction of adverse room effects.

Though beyond the scope of this work, the clear decay
in score between anechoic and non-anechoic cases sug-
gests that the characteristics of a listening room should
be taken into account during the filter generation process
in order to accurately render sources at arbitrary angles,
as done in, e.g., [28, 29].

In Figure 4, the mean MUSHRA scores are plotted
against the calculated Log Spectral Deviation (LSD)
between the target and actual frequency-domain mag-
nitude responses at a listener’s ears for all six methods.
The anechoic MOS and LSD data had a correlation
coefficient of -0.78 which suggests that there is a
reasonably strong relationship between MOS and LSD
data derived from the anechoic room. This should be
expected as lower LSD would imply a closer match to
the target response at the ears which would presumably
result in higher MOS scores. However, this is not true
in the non-anechoic case where the correlation between
MOS scores and LSD is not particularly significant. This
motivates the search for more perceptually relevant cost
functions and constraints for numerical auditory scene
synthesis, many of which can be achieved through the
existing framework via the existing projection matrices.

It should be noted that the MUSHRA scores obtained do
not explicitly indicate whether the judged impairments
of each technique were spatial or timbral in nature when
compared to their respective reference. When informally
evaluating the test clips it was clear that both timbral and
spatial impairments were present to varying degrees in
each technique.

6. CONCLUSION

In this paper, we compared a newly proposed numerical
method, LBR, that takes into account the acoustical prop-
agation from a loudspeaker array to a listener using an
HRIR to the more standard spherical-wave model used in
many spatial audio synthesis methods. Broadband filters
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Fig. 4: MUSHRA scores versus LSD for anechoic and non-
anechoic rooms. The anechoic room showed a correlation co-
efficient of -0.78 while non-anechoic was 0.53.

were designed in both cases using the NASS method for
a variety of cost functions and target configurations. The
comparison was done through subjective listening tests
in both anechoic and non-anechoic environments. The
results indicate that LBR methods perform better than
spherical-wave simulations at a centered listening point
given the stronger ability of reproducing the broadband
spatial cues. However, the results clearly indicate a mis-
match between anechoic algorithm design and deploy-
ment in realistic environments. Furthermore, the weak
relation between perceptual scores and objective scores,
such as LSD, in the non-anechoic case suggests that the
mean-square optimality, or `2-norm, that generally drives
the optimization algorithm is not always justified. Ulti-
mately, this suggests that new optimization metrics that
relate to perceptual quality measures should be used in
the optimization problem and new criteria investigated.
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